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Introduction

•Automatic speech recognition aims to generate a transcrip-
tion for a given speech recording.

Alignment
Word

Confidence
quick
0.81

brown
0.75

fox
0.68

Fig. 1: Transcription and confidence score prediction for the
phrase: quick brown fox.

•A good confidence score is able to predict errors in a hy-
pothesis transcription.

•The aim of this research is to improve confidence scores in
the context of speech processing.

LatticeRNN for Confidence

•Generalisation of BiLSTM to graph-like structures

• Incoming arcs are merged using attention
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Fig. 2: Bi-Directional LatticeRNN for confidence estimation.

Results

Representing Hypotheses

• Simplest output from an ASR is a 1-best hypothesis.

•Confusion networks and lattices represent the N-best com-
peting hypotheses efficiently.
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Fig. 3: Confusion network
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Fig. 4: Word lattice

Sub-word Level Features

•Typically, word-level features such as the word duration
(tdi ), the language model score (LMi), acoustic model score
(AMi), and word posterior (pi) are used.

•This research investigates methods for incorporating sub-
word level features - specifically grapheme-level features.
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Fig. 5: Lattice edge with word and sub-word level features.

•Fixed representation of grapheme-level features is required.

•A BiGRU with additive attention operates as a grapheme
encoder to produce g̃i.

Conclusion

• Sub-word level features can be incorporated into existing
LatticeRNN models using a grapheme encoder.

•The grapheme embedding and grapheme duration are
complimentary features for confidence estimation.
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